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The notion ‘head’ figured guite prominently in strupturalist discussions
.of syntax. In classical transformational grammar, however, it was largely
“ignored, in epite of Postal’s (1964 65) recognition that notions like head,
‘modifier and endocentricity are “opes” which we should certainly require

‘that general linguistic theory: ehamctenze enrrectly” Since 1968, two devel-
-opments heve brought the notion back into syntactic discussion: on the one

hand, the so-called X-bar theory of Chomsky ( 1970) and Jackendoff (1977),
on the other, the dependency proposals of Robinson (1970) and Anderson
(1971, 1977). Both approaches claim to provide a natural formalization of the
head-modifier distinction. In this paper, I want to take o critical look at these
claims. I will look firet at the structuralist conception of the distinction. I will
then argué that peither X-bar theory nor dependency theory represents an
advance on structuralist views in this area. Thex I will consider a related theoret-
ical framework -— categorial grammar. This is a more viable framework. It

'is questionable, however, whether it is preferable tp a conventional phrasge

structure framework.
We can begin with the discussion nf heads in Bloomfield (1933). Bloom-

.ﬁeld’ discussion ig fairly represéntative of structuralist views, and, although

quite brief, it is distinctly clearer than some recent discussions. For Bloom-

fiold, the head of a construction is an immediate constituent with the same

syntactic function as the whole construetion. It follows, of course, that only
certain constructions have heads. These constructions are termed ‘endocen- .
tric’, Other constructions, which lack heads, are termed ‘exocentric’.? As an

! For Bloomfield, the syntactic funetion of an expression is defined in terms of its

-surface diBt:ribution. Modern grammarians will, of course, assume a more ahstract notion.

- »Thig is g elight mersmplﬁcatmn ‘Phrasea like Bill gnd John, where two con-
ituents have the same syntactic function as the whole Phl‘ﬂﬂ-ﬂ arp regarded 49 head-less
i

“but endocantrm
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example of an‘endocentrie construction, Bloomfield gives. the noun phrase poor
John. John here has the same syntactic function as the whole phrase and isthus
itz head. As an example of an exocentric construction, he gives the sentence
{‘actor-action’ construction) John ran. Bloomfield H.HSHHIFB that the head
of a phrase may itself be a phrase:- He suggests that the noun phrase this fresh
‘milk has fresh milk as its head, and that this in turn has milk as its head,
In such a-phrase, the lexical item that is head of the most deeply unheddmi
phrase is said to be the ‘centre’ of the w tht* phrage. Heve, theh, milk is -1_'}]{‘
centre of this fresh milk. -

A further strand in Bloomfield's discussion is the suggestion that con-
structions which lack heads generally have characteristic constituents whielt
differentiate them from other constructions. He suggests, for menl{ that
finite verbs are characteristic of sentences and that prepositions.are character-
istic of prepositional phrases (‘relation-axis’ constructions), We will see later
‘that the notion of & charm tE‘T‘Htl{ mnqtltuent p!&vs ace Ln‘tm] roled m rlppemh ne y
proposals.. .

Bloomfield .1}11}9&15 “to assume, as others have sinee, that i Jmun is tlte
head of a noun phrase. It is worth locking ut tlm. assumption in some dr-tml
The obvious motivation for it comes from noun nhrases like poeor John. Here,
we urtmnh seem to have o noun that is the head of & noun 111}1&5& We cannﬁt
say, however, that & noun is always the head of » noun plhrase. Many nouns
do not have the same syntactic funetion as noun ph dhﬂ‘:._(;ﬂl]hlllf‘] , for example,
the noun man. This combines with various determiners to form noun phrases
like the man, a man and that #ian. These noun phrases cannot themselves
combine with determiners. the the man, a a man and that that man are clearly:
nonsensical. It is clear, then, that an unqualified statement that a noun is
the hezd of a noun phrase is inadequate. One response to this problem is- to.
suggest that nouns fall into two classes:.one class, exemplified by Jokn, hav:ng
- the same function as NP’s, the other, exemplified by man, having a different,
function, There is a simpler solution, however. Since Jokn has the same furte-
tion 28 a NP, we can say that it simply is a NP and assign poor John the follow-
23 hg structure: : v © '

(1)
; . NP .
A]:lj NiP
Pu{}[‘ ' Jﬂh it

We can then weserve tholabel N for common nouns like man, whmh combine
with determiners to form ND's. Given such an analysis a N is never the head
of a NP. Only a NP can be the head of & NP.

i ,,S"r;mn_'fe:rimri's on. hends B

One might. afan think that a verb is the Lead of & verh phrase. Tt seems,
]mwww that this view is untenablé too, Most verbs corabine with various
“other eonstifuents to form verb phrases, The resulting verb phrases cannot
themselves comhine with the same constituents, Consider, for example, the
verb Xdll. This combines with a NI to form verb phrases like killed Sam.
_Sueh verb phrases cannot themselves combine with a- NP. Lifled Sam_ Mary
8 clear]y nonsense. Consider also give. This combines with a NP and a PrEpOs-.
tional phrase contmnmg fo to form verb phrases like gove a book to Jim, Such
verb phrases cannot combine with the same constituents. gave a book to Jim
a record to Jane is obviously meaningless. It seems, then, that VEle are not
the heads of verb phrases. :

Having looked at.a typical stracturalist discussion and. considered some
of its implications, we can turn now to recent developments. T will leok first -
st the X-bar theory. The theory is first aird foremost an attempt to provide .
& specification of what is a possible phrase structure rule. Tt also claims, how- |
éver, to provide a natural formalization of the head-modifier distinction. We
will see that.it does not provide an adequatc formalization of tlm distinetion
as it 3a for mulated in structuralist discussion. No alternative LUHl‘EI}tI{}H ﬂf -
the distinction is offered. This claim, then, must be rejected.

" As it’is. developed in Jackendoff ( (1077), the X-bar theory claims tha,t.'
phrase structure rules are of three kinds, the main kind baving the following
formn, where X is a complex of features and i some integer:®

(2) Xl XV
Such rules genemte phmse structure configurations nf the following furm;

PN
N

Kl

/'\

(3) .

.Jaekendﬂﬂ“ suggests that either the Xi-1 or the* X at the bottom af the entire

eﬂnﬁguratmn can be defined as the head of Xi, The former reflects Bloomfield s _

‘usage of the term. The latter recalls Blﬂomﬁeld’a term centre.

% The other two:rule types are rules fu1 .coordination and “cntegor}r A lfL}uI]g
mles like the folivwing: i

I:il]' N:;_} mg "_?ux

. This is agsurmed to be involved in gerunde Jike Noam's {ﬁwmi‘ﬂg a new theory.
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J ackendoff agsumes that noun phrasges, verb phrases, prepositional phrases
and ad]ectwe phrases involve configurations like (3). It seems, then, that
“he 18 claiming that nouns, verbs, prepositions and adjectives are the heads

of noun phrases, verb phrases, prepositional phrases and adjective phmﬂes,_

respectively. We have already seen that the view that nouns and verbs. are
the heads of noun phrases and verb phrases is untenable. We can show that
this is also true of the view that prepositions and adjectives are the heads
of prepositionsal phrases and adjective phrases. Prepositions combine with NP’s
to form PP’s. The resulting PP’s cannot combine with NP’s. in, for example,
combines with a NP to form PP’s like én the house. This cannot comb ne with

& NP. in the house the garden is nonsense. Similarly, adjectives combine with

various constibuents to form AP’s, but the AP’s cannot combine with the
same constituents. afraid, for example, combines with a PP containing of
to form AP’s like afraid of spiders. This cannot combine with a similar con-
stituent. afraid of spiders of smakes is again nonsense. It seems, then, tha.t
neither prepnsitmns nor adjectives are the heads of their phrases.

Thus, it Beema that the X-bar theory identifies various constituents as:

heads which are not heads in the structuralist sense. Clearly, then; the theory
does not provide an adequate formalization of the head-modifier distinction
understood in structuralist discussion. It is possible that proponents of the
theory have a different conception of heads in mind. The central claim of tle
X-bar theory is that constituents labelled with different feature complexes
but the same superscripts show similar syntactic behaviour. Neither Jackerni-
doff nor Chomsky claims that constituents labelled with the same feature
complex but different superscripts show the same syntactic behaviour. It is
posgible, then, that they are assuming a different conception of heads. Neither,
however, says what he-understands by a hedd. We must conclude, then, that
as far as the head-modifier distinction is concerned, the X-bar theory is no
advance on structuralist discussion. -

We can turn now to the dependency proposals of Robinson and Anderson.
‘Wh weas Chomsky and Jackendoff are concerned to specify what is a possible,
phrise structure rule, Robinson and Anderson argue that phrase structure
representations should be replaced by dependency representations. Dependency

theory hag its origins in the work of Tesniére (e.g. Tesnidre 1958). Hays (1964)

first suggested that dependency representations might be preferables to phrase
stracture repfesentations in a transformational grammar. Robingon and Aif-
derson argne for dependency representations on a number of groundsa. Particti-
larly important in the present context is the claim that dependency representa-
tions provide a natural foimalization of the head-modifier distinction. As
we will see, the conception of heads that is assumed here differs from that
of the structuralists. I will suggest that this conception is untenable.
Dependency repreﬁent&tmna are based on the transitive, &symmatrm and
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irreflexive relution of dependency.! This 18 defined on terminal elements.

. Hence only terninal categories are employed. In a dependency representation,
one element is independent and all other elements tiepend chreetlv on just

one element. The ﬂ]]iuwmg 18 5 H}uml dependency representation.
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Capitals represent termminal r.atagm ies and small lettérs terminal elements.

~«.is independent. a and d depend directly on ¢, b and ¢ {lppend {hr{.}f.‘trl’f On i

and d, respectively, and indirectly on « In such a lE‘pI‘E‘HE‘l‘It;ﬂl{‘m, a phrase
is an element plus alf its direct and indirect dependents. In CVOTY phriise, then,
there is one element on which the others direetly or indivectly depend. 'I*ius
element is the head of the phrase and its immediate dependents are modifiers.
In a dependency representation, then, every constituent, whether endo-
centric o1 exocentrie, has a head. Clearly, therefore, dependeney vepresentations
«o not formalize the stracturalist notion of head. Robinson and Anderson
are well aware of this. They propose a broader notion of head of which the

strugturalist notjon is a special case, Echoing Bloomfield, they suggest that
‘the head of & construction is a characteristic constituent, a constituent heing

characteristic of a eonstruction just in case {(a) it is an imnediate constituent
of every instance of the construction, and (b) it iwnot an immedinte constituent
of any other construction. Tn an endocentriec construction, this constituent
is the r}nh obligatory constituent. Here, then it is the head in- structuralist

- terms as well as in the broadey sense.

 A-dependency framewuork claims, then, that every construction confaing
a cheracteristic constituent. This iz an interest ing claim. Surprisingly, however,
relatively little effort haﬁ heen devoted to showing that |t is tenable. T ulll
suggest that it is not.

Particulandy miportant here ave non }]h]ﬂ.%“ﬁ An advocate of dependency
representations must say that nouns are characteristic of noun phrasesand hence
that every noun phrase contains & noun as an immediate constituent. [ suggest-
ed earlier that the fabel N should be reserved for common nouns. An advoeate
of dependency representations will have to use it more widely. Specifically,

i - . i

+ i i ¥ N [ llf k o ; i E , ) i %
Lhis eharacterization i+ bawsed on Robinson s, Andorson’s characterization diffors
slightly. 1 n the present coiitext, however, the differonces are of no importencs.
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both proper names and pronouns will have to be labelled N. If one assumes

such a labelling, onc is immediately faced with the problem of ruling out .
expressions like the Jokn and the he. Une way to do this is to mark esmmon.
nouns as | +det] and proper names and pronouns as [m-det]_ Notice, however,
that one is now saying that every NP contains either 1 {4-det] N or a ['—dpt; N.

It is not at all obvious that this is any mﬂﬂrnf from saying that every IHP
contains one of two distinct categories,

r s

w

f?mt clanses pose a further problem. It iz generally agreed that at h“mb.
some such clauses are NP’s. On the face of it, then, these are NP's that do 1ot
contain & N as an immediate constituent. Anderson treats that clauses ag

dependents of an empty N. He oflers no independent motivation for such
an mmlvma, hnwﬂer In the absence of such motivation, this ean nnlv lw-
considered as an ad hoc move to preserve the claim that every NP contains

-

a N as an immediate constituent. [ think, then, that this claim is very dubious:

Equa.lly dubtioug, T think, is the associated clain: that N’s arve only imme-
diate constitvenis of NP's, Recall here Bloomfield's phr&sc this fresh mitk, As.
Bloomfield notes, malk and fm&h milk bave the same syntastic function. The.’
Iurmer is a'N. 1t seems, then, that the latter should be too. The w h(ﬂf‘ phmse,ﬂ_

tlwn might have the following structure:

'(-"i)' | - KP
,,/’// \
et
/ \
Adj” N
. this
| Frw.a_.h - milk

~ Here, we have a N which is an immediate constituent of another N. T think,
then, that the claim that N's are unlw, lmrm'*dm.tv uumtltﬂwnta ui NPz
untenable. '

A number of considerations suggest, then, that the claim that N’ aro
characteristic of NP’s is false, and hence that not every. construction contains
i charaﬂtcrmtn, constituent. Thus, it looks as if the, nunwptmn of heads tlmta
is assumed in o dependency framework is untenable.

Even if every constituent did contain a charactoristic vonstityent, depenu—
ency representations would still face problems. An important fact about
dependency representations is that the head of a phrase cannot itgelf be a
phrage. This poses problems. Within a devendency {ramework, it is natural
‘to assume that the head of o sentence i3 the main verb. It is gencrally assumed.
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‘hhat e:;pr{ asions like put wp with and take advantage of are mmple‘c verbs,
Within a depcmlenm framework, however, it ix impossible to {reat theni as
Hu{'h A sentenee like (6) would have to be assigned a structure like (7):

{6) John, put up with the weather.

o ¢ L. V.

¥ v PPN

I * e g ) I / Hax
LN B R I P
- -.]'nhn ]Jut up i _-vf'ith the weather

Preaum&blv, no-one would regard this &s an adequate structure. Thus, even.
" if the basic assumptmn of dependency theory were carrect it would still face
pruhlems | ' |

- There is. cme furth:—*r elemant in Andérson’s dls: ussion of depende:;lr'}

rnpresentntmna that I‘{'{]IHI‘EB consideration. This is the suggestion that depend-
“‘ency representations proyide & natural formalization of Bartech and Veune-

mann’s upera.t,nr-opemnd relation {Bartsch and Ve nnemann 1972; Vennemann
1973). Bartsch and Vennemann argue that various ronstructions consist of an
operator and an operand and suggest that natural languages tend to serialize
all operator-operand pairs in the same direction. Anderson suggests (1975,
1977) that the operator-operand relation can be equated with the modifier-head

relation of dependency representations. It seems likely that a grammar must -
recognize something like Bartsch and Vennemann's operatoy-operand relation. -
. It iz not at a,ll obvious, however, that this provides any support for dependency

repreaentatmns The erucial point is that a construction can only contain
a single operator since no expression can simultancously be the operand of

two operators. In a dependency representation, however, a construction can.

contain any number of modifiers. It seems, then, that the operator-operand

"relation cannot be cquated with the modifier-head relation and hence that
dependency representations cannot draw any support from the observations

of Bartsch and Vennemann.
T think, then. that Robinson and Anderson fail to show that dependency
representations are a viable alternative to phrase structure representations.

Jn the present context, the crucial point is that the conception of heads that

is assumed in a dependéncy framework appears to be untepable. The notion
of a characteristic constituent is an important one, but the claim that every

" eonstruction contains a characteristic constituent seems to be false. It seems,

then, -that, where the head-modifier distinction is concerned, dependency

: t-heary, like X- bar thaﬂry, is no advance on structurahst conceptions.

L
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I want now to take a look at cﬁ,teguﬁal gramniar, Ci-ttﬂgﬂ[‘iﬂ-l .’gmmnﬁr
has its origing in the work of the Polish logicians Lesniewski and Ajdukiewies.
Lyons (1966, 1968) first suggested that transformational gram '

every construction. We will see, hﬂwevér, that categorial representations are
more viable.

- A categorial grammar is a form of phrase structure grammar diﬂti.nguished.
by the nature of its categories. It employs a small number of basic categories

and a larger number of derived eategnr'ies_. One might assume just two basic

categories, sentence (8) and name (N), or one might sssume & category. of
common nouns (C) as.well * Derived categories ‘are defined in terms of the -

categories with which they combirie and the category of the resulting expres-.
sion. One might, for example, have a category S/N of expressians that combine

with & name to form a sentence, i.e. one-place predicates. A derifed_- Mtt_é;gq_ry |

may iteelf combine. with a derived category. One might, for example, .assign
definite and indefinite descriptions to the category S/(S/N) of expressions. that
combine with & one-place predicatern_,fhrm a4 sentence. Assuming these cat-
egories and a category (S/N)/N of expreéssions that take a name to form a one
Place predicate, i.e. transitive verbs, and a category (8/(S/N))/C of expressions
that take a common noun to form a defiriite or indefinite description, i.e, de-
terminers, we might have representations like the following: -

® | 8
S/N ”
rulnﬂ John
@ A
B/N N
e N
L ' - l ~ Jolin
loves . Mary |

* For semeé discussion of alternative pmsibilities, woo Lewis (1972).

_ . mars: should :
incorporate a categorial base. His suggestion is developed in Lewis ( 1972),

In recent years, categorial notions have also played a cen_tr:ﬂ role in the work
of Cresswell (1873) and Montague {Thomason 1974). In categorial representa-
‘tions, as in dependency representations, gne constituent has g special role'in’

Some renian:\'cs ou-ﬁea';is : : ' 1
(10 "
SiSNy - S/N
(SHsApC T (S$/N)/N T

oveTy mat toves  ~ Mary

_Aé it s‘ﬁmﬁ ds, this system of categories does not allow for definite and indefinite

1t d i ' - they might
‘ descriptions in non-subject position. For some discussion of how they mig

be acc(}mnda{aﬂd, see Lewis (1972). L _. m _
A central fact about categorial representations is that every phra.:ae con-
tains a constituent whose category label contains on the left of the main slash

the category label of the whole phrese and on the right the category label(s)

of the other constituent(s). For reasons which will PE indi“&ﬁd-ﬂhf’?ﬂ}*!}]‘w |
ean call this constituent the functor of the construction. _IH_{S} and (9), ;S?IIJE |
S/N is the functor of 8, while in (10) S/(8/N) is. (8/N}/N is the éuzc?r Lo L
in {9) and (10). Finally, in (10). ,(S{'[S{N}}'fC is the functor of ._ i )‘_ )t -k
It should be stressed that claiming- that every cunst-rueh.un contains
functor is quite different from clatming that every mnatrucu*un | cuu}:‘umj i
characteristic constituent. The fact that a ceriain category 18 the um “UI;
.clrf a construction does not imply that it is an imm{edi?ﬁe.cnnstltuen.t of 01%- {‘I},t
instance of the construction. S/(S/N) is the functor of § in (10), but dm?l‘lﬂe
appear in (8) or (9). Nor does it imply Fha.t it'n_ever_ appPears as an }l:tu?ell.{ -
constituent of any other construction, Uﬂl}'-th&t 1t f'arnrllf:mt be the .};1;,; :
of any other construction. It follows, then, that categorial gm”“_:‘;’f“ *T"":i‘
none of the problems associated with the claim that every construetion co
' : cteristic constituent. _ :
mm;hi:i:] aa,l;'aeci:ftgr:.?ler points to be made aboub functj:n's. lj"n'st;{, If{rtlﬂﬂ
that the functor of a cunstruction is never its head in the structura ist ht.I’lE:D.
“For a functor to be the head of its eonstruction it wml_ld haw to be an expros-
éiuﬁ"ﬁrhich combines with certain constituents o form the same uxPﬁreE?ﬂn-
It is fairly elear that such an expression eould have no finite sp:}aci fca :;::1
Hence, there can be ro sueh expression. Secondly, noticc that the '”n,.‘, |
of a construction has a distinctive character if the construction Is ﬂlldf}ﬂﬂ’ﬂt‘: ;{—
‘Bpecifically, the category label on-theé left of the mgin sla.sh ap{z)l:trw“i}l{ltltlli
tight as well. To illugtrate this point we can re-turn dgain 10 ‘fﬁ:ﬂ;:wf-*i LK
example this fresh milk. As we have observed, milk and f”_’f"?;" f;”*' Itl 1"_ 1~¢;qt=11i;
same function. fresh milk, then, is an endocentric n:tmmt-rmr:?mn. 154 lt ] ? t-i {J :
framework, both milk and fresh milk will be labelled C. lhe'ad]e{-l-wt.,. hen,

will be labelled €/C.
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Lyone (1968 235) suggests that the fac'l: that it is 1mmedmtely appmnﬁ
from the functor of & construction whether it is endocentric or exooentric
is a reason for preferring a categorial bage to a conventional phrase structure
bage. It is not at all obvious, however, that this is so. As long as expressions
with the same syntactic function have the same label, it will be perfectly clear:
in a conventional phrase structure representation whether a construction is
endocentric or ‘exocentric. A construction will be endocentric. just in case
the first node that exhaustively dominates it directly dominates a node with.
the same label.® In (1), the first node that exhaustively dominates poor Jokn
 isthe upper NP. This directly dominates another NP. Thus, the construction
in eorrec‘t-ly identified as endocentric. Similarly, in (5), the first node that
exhaustively dominates fresh milk is the upper N. This directly dominates
another N. freah milk, then, is identified as endocentric. T don’t think, then,
that the endocentric-exocentric distinction provides any motivation for pre~
ferring a categorial base to a conventional phrase structure base.

The principal reason for recent interest in categorial mpresentatmns ig
that they provide a natura] basis for explicit semantic interpretation. We have

seen that every constituent contains: a distinguished constituent which we
have called the functor. The reason for adopting this term is that we can.

interpret this constituent as a function operating on the intensions (meaningg}
of its gister constituents to give the intension of the whole construction.
First, of course, we need intensions for the basic categories. For sentences
we can suggest functinna from contexts and possible worlds to truth values,?
for names functions from contexts to individuals, and for common nouns
functions from contexts to sets. We can then interpret a S/N as a function
from N intensions to 8 intensions, & S/(S/N) as a function from § IN intensions

to 8 intensions, a (S/N)/N as a function from N intensions to S/N intensions, -

and a7 (8/(8/N))/C as a function from C intensions to S/(S/N} intensions. More
generally, we can say that the intension of a ¢/e,...¢n, where ¢, ¢y, ..., and ¢y
are any categories, basic or derived, is an nn-place function from ¢, intensions, ...,
and ¢, intensions to ¢’intensions. Tt is fairly clear, then, that categorial repre-
sentations fit naturally into an explicit semantics. :

It locks, then, as if semantic considerations favour ca.tegonal repreaenta-
tions over conventional phrase structure representations. This is not necessarily
the case, however. It is fairly clear that any explicit semantics must analyze
sentences es sets of function-argument relations. It is not so clear, however,
that these. relations must be explicitly represented by configurations of cat-

* It is worth noting that the X-bar theory, as developed by Jackendoff, explicitly
rules cut such conﬁgumtiﬂns, ginee it allows no phrase structure rules in which the cat-
egory on the left also appears on the right. Quite why Jackendoff wishes to prohibit such
rules ia unclear.

" Alternatively, one might take the intension of a gentence to be a function from
eonte. t6 to propositions, the latter being functions from possible worlds to truth values.
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-egnry labels. In a grammar employing conventional phmse gtructure represen- .
tations, it would be possible to specify for each construction which constitu-
ent is the functor. Thére are moreover certain disadvantages to the view that

function-argument relations ghould be represented by configurations of cat-

egory labels. We haveseen that transitive and intransitive verbs must be assigned
to different categories. Clearly, ditransitive verbs like give must be assigned

40 o further category. All verbs, however, have the same morphology. If they
are assigned to a variety of different categories, this fact will be an accidént. |
Tt is not &t all obvious, then, that categorial representations are preferable

to uﬁnventmnal phrase structure representations.
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