SCIENTIFIC ENGLISH: AN OVERSIGHT IN STYLISTICS?
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1. The work which forms the basis for this paper originated in an attempt
to fill a clear need in language-teaching. I had been teaching English to stu-
dents of scientific subjects for a number of years, and had been struck by the
number of courses, and of teachers, purporting to teach the Englich relevant
to such students, but almost without cxception failing to produce any evi-
dence that this teaching was ever based on any systematic description of the
language as encountered, and needed, by students. To my knowledge, only a
handful of courses are based on a linguistic analysis, and in spite of the inesti-
mable value thesc analyses would have for others engaged in constructing
teaching materials in this important field, they have never been published.
I suspect this is partly for reasons of linguistic inadequacy, partly because
of questionable principles underlying the selection of materials for analysis.

2. This is not to say that the ‘Language of Science’ has not received lin-
guistic attention; merely that the results have not, so far as can be seen, been
taken into account in the construction of materials.

The attempts which have been made at a linguistic characterization have
been surprisingly careless. As far back as 1938, Bloomfield wrote a scetion in
The international encyclopedia of unified science called “Linguistic aspects of
science”. In spite of the fact that the section is quite lengthy — more than
40 pages -— Bloomfield gives explicit examples of what he 1s talking about
only once (1938:261) when he says that fundamental scientific processes
(I interpret: processes common to all branches of science) produce in scientific
languago frequent:

(a) expressions of exclusion: e. g. not, the verb exclude, the sentence-struc-
ture if ..., then...;

(b) words or phrases of existence or predication: e. g. there exists...; ...15...;

(c) equational sentences: ...means...; ...equals...;
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— for Bloomfield, these are surprisingly informal, ad hoe classifications, but
this is the nearest he comes to making actual syntactic description. He also
makes a claim about senterce-conncetion in scientifie diseourse, but this is
simply left as an assertion, with no explicit information, no illustration of
what he has in mind being given.

Many writers have written about ‘the Language of Science’, but refer
only to scientific vocabulary (e. g. Grove 1949, Savory 1953, Jespersen 1958,
Baugh 1959). In particular, Savory’s book: The language of science, it's growth,
character and usage is often mentioned.! T can see no reason why anyone
could conccive of taking this book seriously; quite apart from equating ‘lan-
guage’ with ‘vocabulary’, SBavory is often prescriptive, and full of subjective
vagueness, e. g. (1953: 67):

Invention of new words should aim at 3 qualities: brevity, euphony, and
purity,

and:
It almost seems as if scientists preferred ugly words,

Thig sort of attitude permeats the book. Where Savory does seem to at least
attempt objectivity, he is found hopelessly wanting: in writing of the com-
parative frequency of words of Greek and Latin origin in scientific texts, he
bases his conclusions on “‘thirty consecutive words taken from the index of
one of the most popular and widely used textbooks of biclogy of the day™
{1953:25). And so he goes on.

The most frequently cited early serious attempt to define the characteristics
of scientific English is that by Barber (1962). Barber’s purpose, like mine,
was ‘‘to provide teachers of English as a foreign language with quantitative
information on the language used in science, in particular those features which
are common to scientific texts”. (1962}, However, this initial assumption
that there are features common to scientific texts in unfortunate, as it leads
Barber to economize in the texts he investigates: he makes 3 texts represent 6
subject areas, by choosing texts which ‘straddle’ two subject areas each — e. g.
he makes a text in biochemistry suffice for both biology and chemistry, although
it remains to be shown whether the characteristics of biochemistry are in fact
the same as either or both.

Moreover, in spite of his declared aim of providing quantitative informa-
tion on features common to scientific texts, comparison of texts is minimal.
Barber’s interest appears to be solely in overall frequency totals for his corpus:

! For example, the British Council lists it in its current BETIC I nfomutwﬂ guide on
English for special purposes.
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thus the totals with which his analysis provides us may obscure wide diver.
gencies between texts in the frequency of occurrence of syntactic categories:
such divergencies can only be brought to light by systematic and explicit
comparison of texts.

Again, Barber concerns himself with very few features of his texts: vocab-
ulary, tense-forms, sentence-lengths and clause-types. And the last two
of these arc considered for one text only, which of course makes them valid
for that text only, so that not even tentative conclusions can be drawn about
sentence-length and clause-type characteristics common to scientific texts.
There is little or no definition of the syntactic categories considered, which.
makes the findings at least suspect, and at worst ugeless: if we do not know
what Barber includes under ‘sentence’, and what he excludes, then his dis-
cussion of the number of words per senterice cannot begin to be appraised.

Barber’s study is thus of interest not so much for the information which
it provides or the light it sheds on a Scientific English style, as for its attempt
at @ statistical approach, and its illustration of what should and what should.
not be done in such an investigation.

By far the largest and most thorough study of Scientific English is that
carried out by Huddleston, Hudzon, Winter and Henrici, and roported in
Sentence and clause in scientific English (1968). The study is based on a large
corpus consisting of 27 texts, each 5000 words long. The texts are grouped
into the three subject-arcas of physics, chemistry and biology, and also into
three levels of ‘brow’ — ‘high-stratum’ texts from specialist journals, ‘mid-stra-
tum’ texts from undergraduate text-books, and ‘low-stratum’ texts from
popular science addresscd to the educated layman. The aim of the study is
stated very generally to he ““to give an account of scleeted areas of the gram-
mar of written scientific English' (1968), this account being a statistical
appraisal of the occurrence in the corpus of carefully defined syntactic fea-
turcs. The study concentrates on the clause and itz constituents, and is said
to be ‘influeniced by’ Hallidayan systemic grammar.

3. In view of the existence of this massive study, I decided to break
new ground in my own investigations, and to leok inte the characteristics
of Scientific English as revealed in the syntactic devices of sentence-connection.
That particular types of sentence-connection are characteristic of Scientific
English was claimed by Bloomifield in the above-mentioned article. He says,
cryptically, that from “fundamental scientific processes” arise the rules of
ealculation, and these rules govern the sequence of sentences. Then (1938:

262):

Formal, secientific discourse uses a rigidly limited vocabulary and syntox,
and moves from sentence to sentence only within the ﬂmge of conventional
rules (my italics).
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I take this as meaning conventional rules for Scientific English, not for English
a8 a whole — or the sentence would be pointless. The claim is a strong one,
but Bloomficld unfortunately does not justify it. I decided to try to justify it
for him.

4. For want of an integrated linguistic model for dealing with intersenten-
tial relationships, I decided to take a purely surface approach, basing my
analysis on the relevant scctions of Quirk, Greenbaum, Leech and Svartvik
{1972) and Greenbaum (1969).

For the purpose of this work, the netion of Scientific English was restricted
to the language used in university undergraduate textbooks. Thirty-six
different aspects of sentence-connection were considered from various points
of view, as manifested in ten texts of 100 sentences each, two texts being
taken from each of five subject areas: physics, chemistry, botany, zoology
and mathematics. The limitation to a hundred sentenccs per text was not
considered to be overrestrictive, as it was felt that, if it was indeed possible
to characterize Scientific English in terms of sentence-connection, the charac-
teristics should be evident in a text of this length, and — for the title ‘Scien-
tific English’ to be valid at this level — should be evident in any text from
the warious subject-areas which are normally considered to be part of
‘science’.

5. In attempting to state explicitly some characteristics of Scicntific Eng-
lish, I way clearly attempting the partial delineation of a style. As the notion
of @ style means so many different things to so many different people, a few
words are in order here in partial explanation of what 1 consider to be at
least necessary — if not sufficient — to an adequate definition of @ style in a
non-literary sense.

'The notion of ¢ style is essentially two-sided: it has a linguistie and a non-
linguistic face. If either is missing, the notion becomes vacuous. Thus it
would be pointless to talk of some sort of reeurring configuration of features
in language unless we also stated in relation to what these recurring config-
urations are found. It would be rather like saying: “certain configurations
of nouns sometimes occur”’. So when we define a style, we must make an
explicit statement of its lingnistic characteristics, and an explicit: statement
of the non-linguistic variable(s) with which .the particular configuration of
linguistic characterics exclusively occurs.

Over the ycars, considerable effort has been expended in elaborating
sets of relevant non-linguistic variables. Thus Firth (1950) proposced a set
of parameters for describing the ‘context of situation’ with which language
varies. Then Catford (1961), and Halliday (1964) developed the notion of
‘register’, proposing a new sef of non-linguistic variables with which language
was said to covary. This register-notion underwent minocr modifications in
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the works of Spencer and Gregory (1964) and Leech (1866). Enkvist (1964}
and Crystal and Davy (1969) proposed rather more elaborate schemes of
situational variables, while Lakoff (1972) and Fillmore (1973) suggcest atill
further refinements and additions,

None of these writers fully characterise the variables they propose in terms
of speeific linguistic features; without such characterization, there is no natural
limit to the prolifcration of such systems, no way of checking whether the
variables proposed are in fact genuine, whethoer they are all distinet or perhaps
sometimes merely the same variable under two or more different labels. Such
systems are merc constructions of words. A non-linguistic variable can only
be justificd if it is linked to a characteristic configuration of precisely defined
linguistic features. _

What would the characterization of a non-linguistic variable in linguistic
terms look like? If our thinking concerns a single comprehensive grammar
for a language, then any linguistic variation within that overall framework
would have to be expressed in terms of restrictions on the grammar ¢ovarying
with relevant non-linguistic variables. And these restrictions would be in the
form of typieal frequency-distributions. Of course, it might be that, in a
given style, certain features, certain rules never occur. But this would merely
be the extreme case on the frequently-scale. As has often been said, the gram-
mar is the same for all linguistic variation, differences between styles being
accounted for by relative differenices in prominence of various lingui!stic
features.

Again, the characterization of a style would consist not of individual
lingnistic features, but of the tolal configuration of features regularly cooccur-
ring with the non-linguistic variable(s). Thus, in attempting to set up ‘a non-
linguistic variable as valid in a style-description, one would have to demon-
strate the regular ocourrence of certain linguistic features, within a given fre-
quency-range for each, wherever texts representing that non-linguistic variable
occurred. The texts would be homogeneous with respect to those features.
We would call this an ‘internal definition’ of the style. Next, to prove that
this variable is not itself subsumed within a more gencral variable, we would
have to show that where the variable does not oceur, the characteristic confi-
guration of features also does not oceur. This distinguishing of the linguistie
characteristics of a style from those of other styles we would call an ‘external
definition’. It is in this ‘external definition’ that the specification of the style
as a configuration of characteristics, and not just in terms of isolated features,
18 important.

It might well be that a style is quite distinct from other styles, while
manifesting no single linguistic characteristic which occurs typically and only
in that style. For example, in the following diagrammatic representation,
five styles are characterized uniquely by three features, none of which is
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restricted to a single style:

styles
1 2 3 4 5
o
g 2 a a
b b b
e
c ¢ ¢

It is the overall configuration of features which is unique in each casc. Another
point: the characterization of a style would not simply concern itself with
the most frequently occurring features, but with any featurcs which could
be considered to fall within the same range from text to text within the style.
The position of Crystal and Davy (1969: 21) that the most frequently oe-
curring features are the most important, seems to me untenable. A regular
low-frequency occurrence is surely just as characteristic as a regular high-fre-
quency — and both are quite distinet from purely random occurrence.

6. The test which is normally applied to discover whether a set of fre-
quencies can be considered to be samples from the same population, ie., to
be ‘within the same range’, is the y® test. There iz an important drawback to
the operation of this test, however: it cannot be applied where expected fre-
quencies are less than 5. The meaning of this limitation, of course, is that
with expected frequencies of less than 5, any variation between the frequencies
observed for a range of texts could be the product of chance. I have already
required that low and high frequencies be considered to characterize a style
equally well. It seems that the requirement can exist in stylistic theory, but
not in statistical procedure. 8o where a linguistic feature characteristically
occurs with low frequency in scientific texts, there is no means of knowing
whether the differences in frequency which we observe from text to text
should be considered natural variation within a characteristic range, or whether
the differences are so great that the feature is irrelevant to the style.

7. I shall not go into the details of the syntactic analysis here, as these
have been presented elsewhere,? and it is the overall results which are the
point of this paper.

When the ten texts were analysed for the thirty-six features of sentence-
-connection referred to above, the deficiency of the y* test with respect to
expected frequencies of less than 5 was found to affect data for twenty-three
of the features. So, statistically, the differences and similarities which I might
have observed in my corpus fof over two-thifds on the features considered
cannot with confidence he said te be anything other than the product of
chance. It might be argued that if the corpus had been larger — say double
the present size — then the figures for frequency of occurrence of linguistic

* Porter {1974).
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features would have been correspondingly larger, the x* test could have
applied to more of them, and we would have a fuller picture of the charae-
teristics of Scientific English at this level,

There may be some truth in this. However, although there was not suffi-
cient time to carry out this extra analysis, we are in a position to draw an
interim conclusion: if there is some overall characteristic for Scientific English
with respect to these features, it will be that they tend to occur with very
low frequency — less than 5 per hundred sentences.

However, there are two reasons for predicting that, in fact, there would
be no linguistic feature, within any frequency range, which would charac-
terize Bcientific English beyond the sentence.

Firstly, for the 13 sentence-connecting features whose frequency of oc-
currence was sufficiently high for the y* test to apply, x* values indicate that
variation between observed and expected values could not be regarded as
insignificant: that is, statistically, no significant regularity could be observed
over the texts of the corpus in the frequency of occurrence of any sentence-
connecting feature. Thus, taking all the 36 features of sentence-connection
together, we can say that no evidence was found of a characteristic style
which we could label *Scientific English’.

Of course, we could criticize the statistical assumptions on which the
work is based. Is it possible to describe a style statistically? Perhaps we have
to say no, in spite of the many assertions to the contrary.® Or possibly more
sophisticated tests of significance than y? are needed? Perhaps the linguistic
base of the analysis was inadequate? Or could it be that the linguistic charac-
teristics of Scientific English style are to be found exclusively below sentence-
Ievei? |

My second reasen, however, for predicting that no feature will be found
to characterize Scientific English beyond the sentence, makes these various
objections irrelevant, and would imply that both the surface approach of the
linguistic description and the statistical treatment are justified.

When the five different subject areas (mathematics, zoology, botany,
physics and chemistry) were put in rank-order for each of the sentence-con-
nection features considered, ordering by frequency of occurrence, they showed
an overwhelming tendency to rank in the same way each time:

Mathematics — Physics — Chemastry — Botany — Zoology

Thus, mathematics might show a high frequency, zoology a low one, and
the other subject would be strung out between the two; for example, con-

8 For example, Enkvist (1964), Ellegdrd (1962a and 1362b), Burton {1975); N Very
similar sociolinguistic matters, Weinreich, Labov and Herzog (1968}, Labov {1969),
Dolezel and Bailey (1969), Bickerton (1911), Cedergren and Sankoff (1973), ete.
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nective use of the definite article went:

Math -~ Phys — Chem — Bot — Zoo
72 71 61 10 25

Or, alternatively, mathematics might appear towards the low-frequency end,
and the order be reversed; c. g. the overall figures for connective ellipsis:

Phys — Math — Chem — Bot — Zoo
1 2 3 i 31

The picture was a little more complex than I have presented here as,
for example, chemistry tended to be more ‘mobils’ than other subject areas,
sometimes appearing closer to the maths end of the spectrum, sometimes
towards the zoology end. Thus, when the statistics for chemistry were re-
moved from consideration, the overall trend in ranking of Mathematics -
Physics — Botany — Zoology was even more striking. The appropriate test
for significance here was y2; the rank order of subject areas for each feature
of sentence-connection was placed in a column, the coefficient of concordance
of rankings taken as a group was calculated, and the y? test showed an over-
whelming tendency for the subject areas to be ranked in the same way,

My conclusion could only be that the existence of a Scientific English
style had not been demonstrated at this level of analysis, but that there was a
strong indication that different subject areas within science were distinguished
at this level — the ‘English of Physics’, the ‘English of Chemistry’, ete.

8. When I mentioned these conclusions to some scientists, theiv response
was something like: “Well, of course!’”” I interpreted this to mean that they
had an intuitive knowledge of styles within science, and that they also had
ah intuition of some sort of scale of subject areas within science, a secale of
abstractness perhaps — mathematics being the ultimate in abstractness and
botany and zoology being more tightly linked to living reality. There is no
reason to be surprised if the results of the linguistic analysis correspond to the
intuitions of native speakers: indeed, any descriptively adequate theory of
style must require that a linguistic deseription of a style correspond to those
intuitions, and to that extent a stylistic description discriminating between
the ‘English of Physics’, the ‘English of Chemistry’, etc., would be descriptively
more adequate than one which did not make the distinction, On the other
hand, it should by no means be taken for granted that an intuition about
the existence of one style rather than another will in fact be substantiated by
the objective study of data.

9. The conclusions stated are valid for syntactic sentence-connecting de-
vices only. Is it the case that Scientific English as a discrete variety or style
can be discerned only in its sentence-internal syntax? This in itself would
be interesting — faseinating! — if it were true. The existence of such a style,
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with characteristic linguistic features is, after all, implied in the titles of
practically all the articles and books written on the subject, and in the con-
tent of the writings they introduce.

I have already mentioned the way in which Barber (1962) declared himself
interested in ‘“those features which arc common to scientific texts”, yet ruled
out any possibility of finding such common features hy his choice of texts
for analysis, and by his failure to compare the oceurrence of various structures
in various frequencies in the texts that he chose. It is clear that Barber as-
sumes the existence of a ’scientific¢’ style from the beginning.

Then there was the study by Huddleston, Hudson, Winter and Henrici
(1968) which led to the work discussed here being devoted to sentence-con-
necting features, as it was felt that the features of Scientific English below
sentence level must have been dealt with in great detail. I have already
mentioned that the aim of Senfence and clause in scientific English was to
“give an account of selected areas of the grammar of scientific English”.
What lcads the authors to assume that there 48 a “grammar of scientific
English? In spite of the fact that this was a really extensive research work,
taking up the time and efforts of four men over a cousiderable period, no
attempt was made to answer the seemingly absolutely fundamental question:
does Scientific English exist! The authors write: “Little time was available
to look for ways ib which the Biology, Chemistry and Physics texts differed”
(1968:175). As the quotation indicates, no systematic comparison was made
between texts of different subject areas. As a result, all the carefully compiled
tables of frequency, evaluations of relative frequency of items, and com-
parisons between subsections of the corpus defined by their level of ‘brow’, etc.,
are in danger of having been a monumental waste of time.

And so it goes on. Gerbert (1970) makes the same error with respect to
technical English (a soparate style?) by implicitly assuming that ““die technische
Fachsprache’ has a stylistic identity with characteristics which can be defined.

Gopnik (1973) comments on general tendencies in scientific texts in terms
of total occurrences observed in her corpus, but still permits hersclf to refor
to “rules which underlie all texts” and to draw conclusions about scientific
discourse in general (1973: 26, 27, 28 et passim).

And finally, Bene& makes the same assumption for scientific German,
making his position very clear in his 1972 paper “The syntax of scientifie
German in foreign language teaching”. He says:

Like tho standard language itself, even scientific style reveals considerable internal
differentiation sccording to the general purpose of the discourse, tho manner of
its realization, and its subject. In spite of its many variants, fthere exists o relatively
homogeneous central area, the impersonal standard style, now commonly used, for
ewample, tn textbooks. In a synchronic study of scientific style, ¢ ia profitable to start
From this central area, the standard scientific style of today {my italics).
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This is just not good enough! Where is his evidence? Let him make an explicit
statement of the features common to scientific style, the whole to be distinet
from other styles, and let his statement be checked against the data, whether
this be texts, or our intuitions about texts,

10. Bo there is the oversight in stylistics mentioned in my title. It was
suggested to me recently that stylistics is really a matter to be left until the
port and cigar stage of a good meal. So long as no attempt is made to make
explicit the notion of a style, that suggestion will be valid. Indeed, s recogni-
tion of the need for explicitness in style-studies is implied in the various
statistical treatments which I have mentioned.

My own studies a) do not indicate the existence of a “relatively homoge-
neous’ Scientific English style, and b) bring to light the unfounded assump-
tion of many writers that Scientific English is in some sense a homogeneous
style —— perhaps below sentence-level. It may be — but who has taken the
trouble to find out?
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